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a b s t r a c t

In this paper, ab initio modeling is used to predict diffusion relevant thermodynamic and kinetic informa-
tion for dilute Ni–Cr and Ni–Fe alloys. The modeling results are then used to determine the phenomeno-
logical coefficient matrices and the tracer diffusion coefficients for both vacancy and interstitial mediated
diffusion. In addition to predicting diffusion coefficients, this ab initio-based approach provides informa-
tion typically inaccessible to experiments, including the different contributions to diffusion (e.g., elec-
tronic excitation effects), the species dependence of interstitial diffusion, and the deviations from
Arrhenius-type relations, which are often used to describe and extrapolate experimental diffusion data.
It is found that: (1) Cr is the fastest diffusing species in Ni by both vacancy and interstitial diffusion, fol-
lowed by Fe and then Ni. The enhanced diffusivity of Cr is primarily due to differences in migration bar-
riers and binding energies, not pre-exponential factors. (2) Fe and Cr solutes in Ni have weak interactions
with vacancies but Cr solutes bind strongly to interstitial defects. (3) Cr exhibits non-Arrhenius behavior
in both vacancy and interstitial mediated diffusion. (4) Temperature dependent electronic contributions
have a significant impact on the diffusion in some cases. (5) The vacancy diffusion mechanism in Ni–Cr
changes as a function of temperature resulting in vacancy–solute drag below 460 K.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Ab initio techniques provide a powerful method for obtaining
detailed point defect energetics and are increasingly used to study
the diffusion of elements in pure metals and multi-component al-
loys [1,2]. In this paper ab initio techniques are used to calculate
tracer diffusion coefficients, for both vacancy and interstitial med-
iated diffusion, in the dilute Ni–Cr and Ni–Fe alloys. The Ni–Cr–Fe
system is an important model alloy for Ni-based alloys and austen-
itic steels and, despite many years of study, there is still significant
uncertainly about the diffusion coefficients in these systems. Point
defect diffusion is particularly important in Ni–Cr–Fe steels as
these materials are commonly used in the nuclear industry, where
irradiation creates both vacancy and interstitial defects in the
matrix. The diffusion of these defects then leads to many micro-
structural and microchemical changes [3,4], from void growth [5]
to radiation-induced segregation [6], the effects of which must
be understood for reliable application of these materials in next
generation reactors.
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The purpose of this paper is twofold. The first purpose is to pro-
vide tracer diffusion coefficients and point defect thermokinetic
data in the technologically important Ni–Cr–Fe system. Ab initio-
based modeling allows for the determination of diffusion proper-
ties that are challenging to investigate experimentally. For vacancy
diffusion there is extensive experimental data, but generally only
at high temperatures. Extrapolation to lower temperature is typi-
cally done by fitting to an Arrhenius expression of the form
D = D0e�Q/kT, where the pre-exponential factor, D0, and activation
energy, Q, are assumed to be constants. Ab initio modeling can be
used to determine accurate temperature dependent values of D0

and Q, reducing uncertainty in the experimental determination
and allowing much more reliable extrapolation to lower tempera-
tures. Ab initio modeling can predict coupling between the trans-
port of solute and defect species (e.g., vacancy–solute drag) that
is difficult to assess experimentally. Finally, experimental self-
interstitial diffusion properties in Ni–Cr–Fe alloys are rare and ab
initio techniques are increasingly being utilized to provide these
data [7,8].

The second purpose of this paper is to provide a framework for
propagating point defect energetics through a rate expression and
into statistical mechanics models to determine the kinetic phe-
nomenological coefficient matrix (e.g., propagating vibrational
excitations through Lidiard and LeClaire’s five-frequency model
[9,10]). The phenomenological coefficient matrix can be used to
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calculate diffusion coefficients and fluxes, which are needed to
study various transport related phenomena. The methods used in
this framework have all been derived separately in different con-
texts, and are integrated here for clarity and application to irradi-
ated materials. The individual steps in this framework are often
approximated in order to compensate for insufficient experimental
data. Ab initio techniques provide detailed information that was
unavailable experimentally, and statistical mechanics based mod-
els can now be parameterized with complete sets of energetic data,
removing the approximations needed in the past.

Section 2 of this paper discusses the overall methodology in
which the tracer diffusion coefficients were obtained, with the de-
tails provided in Appendices A–D. The ab initio techniques used in
this work and the settings associated with them are also discussed
in Section 2. Section 3.1 presents the results for vacancy mediated
diffusion. The diffusion coefficients are compared to experimental
results and the differences are discussed. The temperature depen-
dence of pre-exponential factor terms in the diffusion coefficients
are illustrated and explained. This section also presents the results
of the vacancy wind calculation, which describes the temperature
dependence of the migration mechanism. Finally, an assessment of
the error associated with the Arrhenius fit to diffusion data is pre-
sented. Section 3.2 presents the calculated interstitial mediated
diffusion coefficients and provides comparison with the vacancy
mediated results. This section also assesses the temperature
dependence of pre-exponential factor terms and the error of the
Arrhenius fit for interstitial diffusion data. Section 3.3 presents a
brief discussion of implications of the ab initio predictions for
radiation-induced segregation. Finally, Section 4 gives a summary
of the key results. Numerous technical details have been
excluded from the main text for clarity, but are provided in the
appendices.
2. Methodology

2.1. Overview of approach

In this work, tracer diffusion coefficients for vacancy and inter-
stitial mediated diffusion are calculated in the Ni–Cr and Ni–Fe
binaries through a multi-step process. The process to obtain these
diffusion coefficients uses ab initio methods to calculate migration
rates and thermodynamic parameters. These rates are then used to
calculate phenomenological coefficients, which are kinetic quanti-
ties that describe the mobility of the elemental species and point
defects. The phenomenological coefficients are, in turn, used to cal-
culate tracer diffusion coefficients and the vacancy wind, which
identifies the coupling between vacancy and solute fluxes.

The coupling between migration rates, phenomenological coef-
ficients and diffusion coefficients, the ab initio generated thermoki-
netic data, and the approximations used throughout the process of
obtaining the diffusion coefficients, have been provided in the
appendix for the interested reader. For derivations of the relation-
ships used the reader is referred to the original references. Appen-
dix A provides a rate expression, based on the Eyring–Polanyi
equation [11,12] and transition state theory, that includes vibra-
tional and electronic excitation contributions. Appendix B outlines
the process of using the rates of various hopping events to obtain
the phenomenological coefficients. The phenomenological coeffi-
cients describe the mobility of each species in a dilute binary alloy
and are used to calculate intrinsic diffusion coefficients. The steps
to obtain the tracer diffusion coefficients from the intrinsic diffu-
sion coefficients and the method to incorporate the vibrational
and electronic excitation contributions of defect–solute binding
in the tracer diffusion coefficients are given in Appendix C. The
thermokinetic data generated by ab initio calculations needed to
calculate the phenomenological coefficient matrix and the tracer
diffusion coefficients are given in Appendix D.

2.2. Ab initio methods

Ab initio calculations are used in this work to determine migra-
tion barriers, binding enthalpies, electronic density of states, lattice
constants, vibrational frequencies and defect formation enthalpies
for the Ni–Cr and Ni–Fe systems. While some ab initio defect prop-
erties in Ni systems have been calculated in the past [1,13,14],
additional defect properties are needed for this work and the
values available in the literature have been recalculated for
consistency.

All ab initio calculations were performed with the Vienna Ab ini-
tio Simulation Package (VASP) [15,16], a quantum mechanical code
based on density functional theory. All VASP calculations were
performed with the generalized gradient approximation (GGA)
for the exchange–correlation energy, the Perdew–Burke–Ernzerhof
exchange–correlation functional [17] and the projector-augmented
wave method [18,19] unless stated otherwise. The calculations
were performed with a 96(±1) or 108(±1) atom periodic simulation
cell. The volume and shape of each simulation cell was fixed but io-
nic relaxations were allowed within the cell. Migration barriers
and vibrational frequencies were calculated with a 270 eV energy
cutoff and a 3 � 3 � 3k-point mesh. Binding energies and elec-
tronic density of states calculations were computed with a
479 eV cutoff and a 4 � 4 � 4k-point mesh. The cumulative errors
associated with k-point mesh, energy cutoff and cell size conver-
gence are estimated to be less than 35 meV for migration barriers,
defect formation energies and binding energies when added in
quadrature [20]. All calculations were spin polarized and allowed
for magnetic ordering. Interstitial migration barriers are deter-
mined by the nudged elastic band method [21]. Vacancy migration
barriers are determined from constrained calculations with the
hopping atom restricted to a plane perpendicular to the migration
pathway but all other ionic relaxations are allowed. This method
gives comparable results to the nudged elastic band method for
all cases tested.
3. Results and discussion

The methods outlined in Section 2 and the data presented in
Appendix D have been used to calculate both vacancy and intersti-
tial mediated tracer diffusion coefficients for Ni self-diffusion and
dilute Cr and Fe impurity diffusion in Ni.

3.1. Vacancy mediated diffusion

The parameters needed for vacancy mediated tracer diffusion
are summarized in Table 1. All values are determined using ab ini-
tio methods, as discussed in more detail in the appendices. The Ni
self-diffusion and Cr and Fe tracer diffusion coefficients in Ni have
been calculated from Eqs. (C.12) and (C.16), using the parameters
from Table 1. Each ab initio-based diffusion constant is compared
to multiple sets of Arrhenius fits to experimental diffusion data
in Figs. 1–3. The experimental data contains both single crystal
and polycrystalline diffusion data and the reported purities of the
Ni in Askill [22] and Smithells [23] are 99.9% and above for both
self and impurity tracer diffusion.

Figs. 1–3 show that the ab initio diffusion data predict values
lower than the main cluster of experimental diffusion coefficients
by approximately an order of magnitude. However, the tempera-
ture dependence of the diffusion coefficients and the relative
ordering between the different species is represented well. The
differences between the ab initio calculated and experimental



Table 1
Parameters for vacancy mediated tracer diffusion.

Parameter Value Units

Ni parameters
a 0.35239 nm
Svf 1.82 kB

Hvf 1.65 eV
mmig Ni 4.48 � 1012 Hz
Ni DOS (TS–OL) �0.66 states/eV/cell
DHmig w0 1.09 eV

Cr in Ni parameters
mmig Cr 4.92 � 1012 Hz
Cr DOS (TS–OL) 0.61 states/eV/cell
Hbind Crv 0.05 eV
mbind Crv 1.25 N/A
Cr DOS (OL–1) 0.76 states/eV/cell
DHmig w1 0.98 eV
DHmig w2 0.83 eV
DHmig w3 1.04 eV
DHmig w4 1.06 eV

Fe in Ni parameters
mmig Fe 4.14 � 1012 Hz
Fe DOS (TS–OL) �0.43 states/eV/cell
Hbind Fev 0.02 eV
mbind Fev 1.29 N/A
Fe DOS (OL–1) 0.44 states/eV/cell
DHmig w1 1.13 eV
DHmig w2 0.97 eV
DHmig w3 1.07 eV
DHmig w4 1.07 eV
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Fig. 1. Ni self-diffusion coefficients [22,24].
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Fig. 2. Cr in Ni tracer diffusion coefficients [22,23,27].
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Fig. 3. Fe in Ni tracer diffusion coefficients [22–24].
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diffusion coefficients may be partly attributed to the approximate
treatment of vibrations in this work (in particular, the local vibra-
tional model used and the neglecting of anharmonic vibrational
contributions such as thermal expansion) and to contributions
associated with magnetic excitations, which have not been in-
cluded in the model (e.g., the ferromagnetic to paramagnetic tran-
sition in Ni). Approximations made to simplify many-electron
interactions in ab initio methods also introduce error that is not
easy to quantify.

It is likely that the disagreement between the experimental and
calculated diffusion data comes from multiple sources. However,
based on the data in Figs. 1–3 it appears that the largest difference
between the ab initio and the experimental diffusion coefficients
comes from the pre-exponential factor, since the calculated slopes
for the three cases are in good agreement with most of the exper-
imental data. In order to understand which variables could account
for an order of magnitude disagreement, each variable in the Ni
self-diffusion coefficient (see Eqs. (C.16)–(C.18)) has been varied
independently until agreement with the experimental diffusion
coefficient is reached. Table 2 presents a variable in the diffusion
coefficient expression, its original ab initio value and the value
required to account for the error in the Ni self-diffusion coefficient
at 1650 K. For the purposes of this table, the experimental Ni self-
diffusion coefficient is set to an average over 19 experiments [24]
(shown in Fig. 1) and has a value of 1.81 � 10�13 m2/s at 1650 K
(the unaltered ab initio value is 9.80 � 10�15 m2/s at 1650 K).

Here we consider the changes in each variable needed to match
the experimental Ni diffusion values. The ab initio vacancy forma-
tion and migration enthalpies, Hvf and Hmig, are in good agreement
with the experimental values of 1.79 eV and 1.04 eV [25], respec-
tively. Furthermore, the altered values of the vacancy formation
and migration enthalpies are significantly less than both experi-
mental and ab initio values. In addition, the work of De Koning
et al. [26] in Ni shows that the vacancy formation enthalpy is ex-
pected to increase with temperature, not decrease. Together these
Table 2
Ab initio values and adjusted values required to match ab initio and experimental Ni
self-diffusion values.

Parameter Ab initio value Value needed to fit
experiment

Svf (kB) 1.82 4.72
Hvf (eV) 1.65 1.24
Hmig (eV) 1.09 0.67
mmig (Hz) 4.48 � 1012 8.25 � 1013

Ni DOS (TS–OL) (states/eV/cell) �0.66 11.80
ECmig 0.86 15.80
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results suggests that the vacancy formation and migration enthal-
pies are not a primary source of error in the diffusion coefficient
calculations. The altered attempt frequency is above the typical
phonon frequency range of 1012–1013 and therefore seems unlikely
to be a primary source of disagreement between the diffusion coef-
ficients. The change needed in the Ni density of states (DOS) for the
electronic migration contribution, ECmig, seems unphysical as it is
much larger than seen in any of the calculations. The altered value
of the vacancy formation entropy, Svf, is comparable with other val-
ues reported for Ni in Ref. [26], which are 3.3 kB between 1200 and
1650 K from differential-dilatometry measurements and 5 kB at the
melting point, calculated from EAM potentials. The literature data
suggests that the temperature dependence of vacancy formation
entropy was not well represented by the classical high tempera-
ture approximation used in Eq. (D.1), and that this value is likely
to be the main source of disagreement between the experimental
and ab initio diffusion coefficients.

In order to provide the most accurate possible model for Ni, Fe
and Cr diffusion in Ni, we use an empirical fit here to provide a
small modification of the ab initio-based model. Based on the re-
sults in Table 2 and the above discussion, the disagreement be-
tween the calculated and experimental diffusion data can be
largely attributed to errors in the temperature dependence of the
Gibbs free energy of vacancy formation, Gvf, containing contribu-
tions from both Svf and Hvf. To provide an optimized model a
new high temperature Gvf is determined by using the experimental
Hvf value and fitting Svf to reproduce the averaged experimental
diffusion data from Ref. [24] at 1650 K. Both Svf and Hvf are as-
sumed to be constant with temperature. The experimental Hvf va-
lue of 1.79 eV is now used because it was determined from
measurements taken at finite temperatures and is more appropri-
ate for high temperature fitting than the 0 K ab initio value. The va-
lue of Svf determined from the fit is 5.71 kB, which is different from
the value in Table 2 due to the use of the experimental Hvf value.

In Fig. 4, the Ni, Fe and Cr calculated tracer diffusion coeffi-
cients, using both the ab initio and the new Gvf value with fitted
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Fig. 4. Ab initio and averaged experimental Ni, Cr and Fe tracer diffusion coefficients
in Ni [24,27].

Table 3
Arrhenius fit of ab initio and experimental data averaged over 1250–1650 K.

Tracer species D0 (m2/s) ab initio
Arrhenius fit

D0 (m2/s) Svf fit
Arrhenius fit

D0 (m2/s) averaged
exp. [24,27]

Ni 2.03 � 10�6 1.00 � 10�4 1.85 � 10�4 +0.76
�0.53

Cr 4.52 � 10�6 2.23 � 10�4 2.26 � 10�4 +2.56
�1.20

Fe 5.18 � 10�6 2.56 � 10�4 4.14 � 10�4 +4.0 �
�2.0 �
Svf, are compared to experimental tracer diffusion data. The ab ini-
tio diffusion coefficients use values from Table 1 only and the dif-
fusion coefficients with the new Gvf use the same values from Table
1 but Hvf and Svf are set to 1.79 eV and 5.71 kB, respectively. The
experimental values and their error bars in Fig. 4 are from Refs.
[24,27] and are consistent of averages over multiple experimental
data sets. Both sets of calculated diffusion coefficients capture the
relative relationships between migrating species quite well. This
suggests that the unaltered ab initio data could be used as is for
studies involving relative behavior between diffusing species.
Using the new Gvf value with fitted Svf, improves the agreement
with experiment to within the experimental error bars for all spe-
cies. The values of Hvf and Svf used to give the new Gvf are used here
to provide an optimized model for the diffusion coefficients for
practical applications, but are not used for any later calculations
unless stated explicitly.

Table 3 provides a comparison between the ab initio diffusion
coefficients, with and without Svf fitting, and the experimental dif-
fusion coefficients by partitioning between the pre-exponential
factor, D0, and the activation energy, Q, defined in Eqs. (C.13),
(C.14), (C.17), and (C.18). The ab initio pre-exponential factors are
temperature dependent. In order to have a direct comparison with
experimental data, Q and D0 have been determined by fitting an
Arrhenius equation to the ab initio diffusion predictions in the tem-
perature range of 1250–1650 K. The order of the calculated activa-
tion energies is consistent with the ordering of the calculated
diffusion coefficients in Fig. 4. In particular, Cr has a significantly
lower migration barrier than Fe or Ni (0.83 eV compared to
0.97 eV or 1.09 eV, respectively, from Table 1), which drives faster
diffusion. The identification of a low migration barrier as the
source for fast Cr-vacancy mediated diffusion diverges from the
interpretation of some previous authors who identified the pre-
exponential factors as being the source of fast Cr diffusion [28]. It
should be noted that the spread in experimental tracer diffusion
coefficient data for Cr and Fe, as shown by error bars in Fig. 4,
are relatively large and therefore it is possible that the experimen-
tally derived ordering may change with further experimental work.

The temperature dependence of the pre-exponential factor,
D0(T) of each species is illustrated in Fig. 5 using the unaltered ab
initio diffusion coefficients data. The relative changes with temper-
ature are the same for the Svf fit data but using the unaltered data
allows for a more straightforward comparison with the interstitial
results, where experimental data is not available for fitting. The
pre-exponential factor for solute diffusion has temperature depen-
dent contributions from electronic excitations due to migration
and binding (ECmig and ECbind) and from the correlation factor
(f2). In Fig. 5 the Ni pre-exponential factor varies mildly with tem-
perature due to the fact that the electronic excitation contribution
due to migration is the only temperature dependent variable in the
pre-exponential factor. The electronic excitation contribution has a
weak temperature dependence and varies only 20% from 100 to
1700 K. The pre-exponential factors for Cr and Fe exhibit strong
temperature dependence, largely due to the correlation factor,
which has a value near 0.5 at 1700 K and goes to zero at low
Q (eV) ab initio
Arrhenius fit

Q (eV) Svf fit
Arrhenius fit

Q (eV) averaged
exp. [24,27]

� 10�4 2.72 2.86 2.95 ± 0.08
� 10�4

� 10�4 2.64 2.78 2.89 ± 0.09
� 10�4

10�4 2.71 2.85 2.98 ± 0.09
10�4
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temperature. This change in correlation factor is due to the fact
that the vacancy–solute exchange hop has the lowest migration
barrier for both alloys (as shown by DHmigw2 in Table 1) and at
low temperature the back and forth vacancy–solute exchange
dominates and does not contribute to diffusion. The electronic con-
tributions to D0(T) for Cr and Fe vary 10–20% over the temperature
range studied and also contribute to the temperature dependence
of the pre-exponential factor.

The temperature dependence of D0(T) is especially important
when low temperature diffusion information is needed. For exam-
ple, the temperature range 450–900 K is often of interest for stud-
ies of diffusion by radiation-induced defect concentrations [6]. The
Arrhenius fit to experimental data typically does not account for
the known physical temperature dependence of the pre-exponen-
tial factor. Arrhenius fits to experimental data that appear identical
on log plots can have very different low temperature extrapolation
due to the partitioning between D0 and Q and the lack of temper-
ature dependence in those values. To demonstrate the possible
errors associated with using an Arrhenius fit to only high-temper-
ature data we extrapolate Cr/Ni, Fe/Ni and Cr/Fe tracer diffusion
coefficient ratios to low temperature for four cases (Fig. 6): (1)
an experimental data set by Million [24] and Ruzickova [27], (2)
an average of several similar experimental data sets [24,27], (3)
the ab initio data fit with an Arrhenius equation at 1250–1650 K,
and (4) the temperature dependent ab initio data. The difference
between the Ruzickova/Million data and the averaged experimen-
tal data sets gives an indication of the disagreement within the
existing experimental data, which is largely due to different parti-
tioning between D0 and Q in the diffusion coefficients. The differ-
ence between the ab initio sets indicates the error associated
with the Arrhenius fit that lacks a temperature dependence pre-
exponential factor. The difference between the Arrhenius fit ab ini-
tio data and the averaged experimental data indicates the error in
the calculations and different partitioning of D0 and Q. However,
much of the error of the calculations cancels when the ratio is
taken.

The experimental data sets in Fig. 6a have different trends due to
the relative values assigned to QCr and QNi. The Arrhenius fit ab initio
data would over predict the low temperature diffusion ratio but the
temperature dependent D0 suppresses this behavior. In Fig. 6b, both
the ab initio and the experimental data sets agree fairly well at high
temperature but have different low temperature trends due to the
relative value of the activation energies. The ab initio curve has some
non-Arrhenius behavior at low temperature, although it has a small
quantitative effect over the temperatures considered. Fig. 6c shows
good agreement for all data sets at high temperature. However, all
sets over predict the temperature dependent ab initio values at
low temperature, due to the Arrhenius fit.
The deviation from Arrhenius behavior of each species can be
analyzed by taking the ratio of the ab initio diffusion coefficients
fit to the Arrhenius form and the ab initio diffusion coefficients
with the full temperature dependent pre-exponential factor.
Fig. 7 shows this ratio for Ni, Cr and Fe tracer diffusion coefficients.
Fig. 7 shows that Cr has the largest error associated with the Arrhe-
nius fit, which explains the larger differences in the ab initio diffu-
sion coefficient ratios containing Cr in Fig. 6a and c. For vacancy
mediated diffusion in Ni, the Arrhenius fit is not a significant
source of error. The error for Cr diffusion is near a factor of 2 at
450 K and the Fe and Ni errors are small. Significantly larger errors
from high temperature Arrhenius fitting are found for interstitials
and will be discussed in Section 3.2.

In addition to calculating diffusion coefficients, the values in Ta-
ble 1 can be used to calculate the vacancy wind parameter, G. The
vacancy wind parameter is a function of the phenomenological
coefficients and determines the diffusion mechanisms present in
dilute Ni–Cr and Ni–Fe alloys. The vacancy wind parameter is de-
fined mathematically in Eqs. (C.19) and (C.20). When G > �1 it de-
notes that the vacancies and solute atoms are moving in opposite
directions, which is expected from a simple exchange mechanism.
When G < �1, it indicates that the drag mechanism is dominant
and the vacancies and solutes are diffusing as a complex. This
can occur when the rate of a vacancy to circle the solute is favored
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Table 4
Parameters for interstitial mediated tracer diffusion in Ni.

Parameter Value Units

Ni parameters
a 0.35239 nm
SIf

a 12.7 kB

HIf 4.07 eV
mmig Ni 4.48 � 1012 Hz
Ni DOS (TS–OL) �0.36 states/eV/cell
DHmig w0 0.14 eV
DHmig wR0 0.92 eV

Cr in Ni parameters
mmig Cr 4.92 � 1012 Hz
Cr DOS (TS–OL) �0.77 states/eV/cell
Hbind Cr �0.18 eV
mbind Cr 1.00 N/A
Cr DOS (OL–1) 2.07 states/eV/cell
DHmig wI 0.08 eV
DHmig wR 0.75 eV
DHmig w2 0.31 eV
DHmig w02 0.00 eV
DHmig w3 0.26 eV
DHmig w4 0.15 eV

Fe in Ni parameters
mmig Fe 4.14 � 1012 Hz
Fe DOS (TS–OL) 2.09 states/eV/cell
Hbind Fe �0.01 eV
mbind Fe 1.00 N/A
Fe DOS (OL–1) �7.13 states/eV/cell
DHmig wI 0.11 eV
DHmig wR 0.87 eV
DHmig w2 0.15 eV
DHmig w03 0.20 eV
DHmig w3 0.14 eV
DHmig w4 0.20 eV

a From Ref. [29].
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over dissociation from the solute. The migration barriers for disso-
ciation (DHmigw3) and first nearest-neighbor (circling) hops
(DHmigw1) are provided in Table 1 for both the Ni–Cr and Ni–Fe
system. Fig. 8 shows the vacancy wind parameter, G, as a function
of temperature for Ni–Cr and Ni–Fe.

For Ni–Fe, the rate of dissociation is higher than the rate of cir-
cling the solute due to the migration barriers associated with these
hops. Therefore, the drag mechanism will not be favorable at any
temperature in this system. Fig. 8 confirms this and shows that G
for Ni–Fe is always greater than �1. In the Ni–Cr system the migra-
tion barrier of circling the solute is lower than that of dissociation,
which makes a mechanism change possible. Fig. 8 shows that G
drops below �1 for Ni–Cr around 460 K. This means that at tem-
peratures below 460 K the vacancy drag mechanism would be
the dominant diffusion mechanism for the Ni–Cr system. Vacancy
drag is generally associated with strong vacancy–solute binding,
where the vacancy and solute move collectively due to the high en-
ergy cost of dissociation. However, in the case of Ni–Cr, the va-
cancy drag mechanism is due to the balance of the migration
barriers and is not associated with vacancy–solute binding (in fact,
the Cr-vacancy first nearest-neighbor interaction is about 50 meV
and repulsive (Fig. D.1)).
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3.2. Interstitial mediated diffusion

The tracer diffusion coefficients for interstitials can also be
determined using ab initio methods. The ab initio data needed for
modeling interstitial diffusion is given in Appendix D. We were
not able to determine the value of the formation entropy, SIf, from
ab initio methods (see Appendix D for details). However, intersti-
tials can have large formation entropies, which have significant
contributions to the diffusion coefficients, and need to be included
in the diffusion expression. A value for SIf in Ni, determined by Deb-
iaggi et al. [29] using an EAM potential, is available in the literature
and will be used to calculate the diffusion coefficients. The intersti-
tial tracer diffusion coefficients have been calculated using Eqs.
(C.22) and (C.30) and the parameters summarized in Table 4. The
tracer diffusion coefficients for Ni, Cr and Fe in Ni by an interstitial
flux are shown in Fig. 9. Experimental data is not available for com-
parison with the calculated diffusion coefficients. The ab initio va-
cancy tracer diffusion coefficients (without Svf fitting) are included
in Fig. 9 for comparison in the temperature range of 1220–1700 K.

The order of the tracer diffusion coefficients are the same for the
interstitials as for the vacancies, with Cr being the fastest diffuser,
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then Fe, and then Ni. However, while Cr and Fe are quite close by
the vacancy mechanism, Ni and Fe are quite close by the interstitial
mechanism. The interstitial diffusion coefficients near the melting
temperature are the same order of magnitude as the vacancy case,
an effect that has been observed previously in Ref. [29]. However,
the interstitial diffusion coefficients drop rapidly with temperature
due to the large interstitial formation energy. The thermal concen-
tration of interstitials is often assumed to be negligible due to their
large formation enthalpy. However, dumbbell interstitials in fcc
metals are known to have large formation entropies that can in-
crease the thermal population. In some metals, the calculated con-
centrations of interstitials have been shown to rival divacancy
concentrations at temperatures near the melting point [29]. The
concentration of interstitials is still several orders of magnitude be-
low the vacancy concentration at high temperature but the diffu-
sion coefficients are similar due to the low migration barriers of
the interstitials that enhance transport. Fig. 10 compares the calcu-
lated vacancy and interstitial concentrations as a function of
temperature.

The ratios of the ab initio interstitial tracer diffusion constants
(DCr/DNi, DCr/DFe and DFe/DNi) are shown in Fig. 11. The much faster
diffusion of Cr is clear, with a tracer diffusion constant over 25
times that of Ni and 50 times that of Fe at 500 K. At high temper-
atures Fe is a faster diffuser than Ni but Ni becomes faster at
1180 K and below due to the temperature dependent pre-exponen-
tial factor of Fe, which decreases with decreasing temperature (see
below for more discussion of this temperature dependence).

The interstitial diffusion coefficients have been fit with an
Arrhenius equation over the temperature range of 1250–1650 K
for comparison with the vacancy case and to assess the role of
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the pre-exponential factor and activation energy in the diffusion
coefficient values. The values of the pre-exponential frequency fac-
tor and activation energy are given in Table 5 for both the vacancy
and interstitial ab initio diffusion coefficients.

The ordering of Cr relative to Ni and Fe is due to the large differ-
ence in activation energy. The migration barriers of Ni and Cr in a
Ni matrix only differ by 60 meV (w0 and wI in Table 4) but the large
binding energy of Cr and a first nearest-neighbor a-type dumbbell
(Hbind in Table 4) further reduces Cr interstitial activation energy by
180 meV, providing a large contribution to the overall 310 meV dif-
ference in the activation energies (see Table 5). The ordering of Ni
and Fe depends largely on the pre-exponential factor since their
activation energies are similar. While Fe has a larger pre-exponen-
tial factor in Table 5, it drops rapidly as a function of temperature
due to the correlation factor and the electronic binding contribu-
tions. The temperature dependent pre-exponential factor of each
species is shown in Fig. 12 and the contributing terms to this tem-
perature dependence are shown in Fig. 13.

Comparing the vacancy diffusion data in Fig. 5 to that of the
interstitials in Fig. 12 shows that the pre-exponential factor for
interstitials is several orders of magnitude larger than that of
vacancies. This can be attributed to the large formation entropy
of interstitials, which appears in an exponential term in D0. Similar
to the vacancy case, the Ni–interstitial pre-exponential factor var-
ies relatively little with temperature, due to the fact that the elec-
tronic migration contribution is the only temperature dependent
variable in the pre-exponential factor and has weak temperature
dependence. The pre-exponential factors for Cr and Fe vary dra-
matically with temperature because the correlation factors ap-
proach zero at low temperature (Fig. 13). As in the vacancy case,
the back and forth hopping of the solute in the interstitial domi-
nates at low temperature because the solute has a lower migration
barrier than the Ni host (Cr and Fe DHmigwI in Table 4). Such back
and forth hops do not contribute to long range diffusion and cause
the correlation factor to go to zero at low temperatures.

The shape of D0 for each species in Fig. 12 can be explained by
the individual contributions of each temperature dependent vari-
ables in D0, shown in Fig. 13. For Fe, there are strong temperature
dependent contributions from the electronic excitation contribu-
tions to the binding energy and to a lesser extent, the correlation
factor. These contributions are reflected in the pre-exponential fac-
tor in Fig. 12 by a steep increase with increasing temperature. In
the case of Cr, the pre-exponential factor increases with increasing
temperature until around 1100 K and then begins to decrease due
to the electronic excitation contributions, which decrease with
increasing temperature. The inversion of the D0 curve is what leads
to the low pre-exponential factor value for Cr in Table 5. For most
contributions to D0, a larger temperature dependence is observed
for the interstitials than the vacancies. For interstitials, the contri-
butions of electronic excitations to the interstitial binding energet-
ics vary more with temperature than the other temperature
dependent contributions for both Ni–Cr and Ni–Fe.

Similar to the vacancy case, the Arrhenius behavior of each spe-
cies can be analyzed by taking the ratio of the ab initio diffusion
coefficients fit to the Arrhenius form and the ab initio diffusion
coefficients with the temperature dependent pre-exponential fac-
tor. The Arrhenius fit was performed over the temperature range
of 1250–1650 K. Fig. 14 shows this ratio for Ni, Cr and Fe tracer dif-
fusion coefficients and reveals that the Cr diffusion coefficient sig-
nificantly deviates from Arrhenius behavior at low temperatures
but the Fe and Ni diffusion coefficients are in good agreement with
the Arrhenius fit. In the case of vacancies, the error in the Cr diffu-
sion coefficient ratios introduced by the Arrhenius fit was approx-
imately a factor of 2 at 450 K. For interstitials the error for Cr is a
factor of 25 at 450 K, indicating strong non-Arrhenius behavior.
For both vacancies and interstitials, cases involving Cr showed



Table 5
Ab initio pre-exponential factors and activation energy for interstitial and vacancy diffusion.

Tracer species D0 (m2/s) interstitial Arrhenius fit D0 (m2/s) vacancy Arrhenius fit Q (eV) interstitial Arrhenius fit Q (eV) vacancy Arrhenius fit

Cr 1.10 � 10�2 4.52 � 10�6 3.89 2.64
Fe 1.02 � 10�1 5.18 � 10�6 4.28 2.71
Ni 4.81 � 10�2 2.03 � 10�6 4.20 2.72
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the largest errors, which implies that the diffusion of Cr through
either defect has a non-Arrhenius temperature dependence.

For completeness we point out that, similar to the vacancy
wind, one can define an interstitial wind, GI, which determines rel-
ative direction of the solute and interstitial fluxes. The expression
for GI is given in Eq. (C.34). For the interstitial case, GI > �1 means
that the solute and interstitial fluxes are moving in the same direc-
tion and GI < �1 means they are moving in opposite directions.
Based on Eqs. (B.15) and (B.16) it is clear that within the model
used in this work GI P 0. This constraint yields GI > �1, which im-
plies that the solute moves with the interstitial flux, as expected.

3.3. Implications for radiation-induced segregation

Radiation-induced segregation (RIS) is a phenomenon that re-
sults in changes in the local composition near point defect sinks
(i.e., grain boundaries) in irradiated alloys. RIS has been widely
studied in both fcc Ni-based alloys and austenitic stainless steels
[6] and bcc ferritic-martensitic Fe–Ni–Cr alloys [30]. RIS is caused
by different diffusion rates of the major alloying elements (Ni, Cr,
and Fe), potentially through both vacancy and interstitial mecha-
nisms. RIS generally takes place in the approximate temperature
range of 0.2–0.5Tmelt. At lower temperatures, there is limited
mobility of point defects that mitigates RIS by enhanced recombi-
nation and at higher temperatures, deviations in local composition
are eliminated by back diffusion of vacancies. Unfortunately, due to
limited experimental data, it has been difficult to rigorously deter-
mine the mechanisms governing RIS and build accurate models.
The ab initio results in this work provide valuable insights into
the mechanisms of coupled solute and point defect diffusion in
fcc based Ni–Cr–Fe alloys.

The RIS at grain boundaries in fcc steels generally consists of Cr
depletion, Ni enrichment, and possible compensating Fe enrich-
ment or depletion. Here we focus on the Cr depletion effect, as it
is the most robust, well documented, and of particular interest
due to possible associated changes in materials properties (e.g.,
grain boundary sensitization). Cr depletion in fcc steels is generally
believed to be caused by a vacancy–solute exchange mechanism
(inverse Kirkendall effect), in which vacancies moving to sinks
swap preferentially with Cr, depleting Cr at the sinks. This va-
cancy-exchange mechanism underlies the influential models of
Perks et al. [31,32], the similar model of Watanabe et al. [33], the
extensive analysis of Simonen and Bruemmer [34], and the more
atomistic-based model of Allen and Was [35]. However, competing
models to explain RIS in Fe–Cr–Ni have proposed significant roles
for other mechanisms. In particular, a number of authors have pro-
posed mechanisms that involve interstitial contributions. Lam
et al. [36,37] invoked Ni–interstitial binding as a key mechanism
of RIS in Ni–Cr–Fe. Later, in an attempt to model RIS in Fe–15Cr–
20Ni irradiated with electrons at low and high temperature,
Watanabe et al. [38], concluded that the introduction of a Ni–inter-
stitial binding energy and different vacancy migration energies at
different temperatures were required to accurately predict the seg-
regation. Nastar et al. [39] modeled RIS in Ni–Cr–Fe ternary alloys
by including expressions for both vacancy and interstitial contribu-
tions. Nastar’s model resulted in multiple possible self-consistent
solutions due to the existence of many more unknown parameters
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than equations. A final solution, which contained both vacancy and
interstitial contributions, was determined by comparison to the RIS
data. Faulkner [40,41] concluded that repulsive interactions be-
tween interstitials and oversized Cr drive Cr from the grain bound-
ary, which would imply that RIS is entirely due to interstitials and a
negative defect–solute interaction with Cr. Finally, it should be
noted that thermal non-equilibrium segregation (TNES), a phe-
nomenon closely related to RIS, finds Cr enrichment due to inverse
Kirkendal contributions [34,42,43]. This has sometimes been
explained in terms of strong Cr–vacancy drag, but such a model
is not consistent with the weak Cr–vacancy interaction (see
Fig. D.1) and vacancy drag results (see Fig. 8) found here.

The results of this work suggest that both vacancy and intersti-
tial mechanisms could play a role in Cr depletion in Ni based Ni–
Cr–Fe steels. The predicted vacancy mediated tracer diffusion coef-
ficients show that Cr is a significantly faster diffuser than Ni (see
Fig. 6), implying that vacancy mediated diffusion will deplete Cr
from sinks by the inverse Kirkendall effect at higher temperatures.
At lower temperatures, the vacancy contribution to Cr depletion
would be expected to decrease, and eventually change toward
enrichment, as the vacancy drag mechanism begins to dominate
around 460 K (see Fig. 8). At low temperatures vacancy transport
slows and RIS becomes increasingly dominated by interstitial con-
tributions. The interstitial mediated tracer diffusion coefficients in
this work also predict that Cr is a faster diffuser, implying that the
interstitial diffusion mechanism will enrich Cr at sinks. Interstitial
wind calculations confirm that the solute is expected to move with
the interstitial flux. However, temperatures below 460 K are often
not of interest for RIS experiments because the low defect mobility
enhances mutual recombination and reduces the amount of
segregation.

Thus, this work suggests that the vacancy and interstitial mech-
anisms are driving Cr diffusion in opposite directions. The magni-
tude of the tracer diffusion coefficient ratio DCr/DNi for vacancies
and interstitials at 450 K are about 11 and 33, respectively, sug-
gesting very strong RIS tendencies for both depletion and enrich-
ment. The actual RIS observed could therefore be a balance
between these two mechanisms. Atomistic modeling has recently
been used to demonstrate a similar balance between vacancy-
and interstitial mediated Cr RIS tendencies in bcc Fe–Cr alloys with
dilute Cr [30]. The difference between Fe and Ni diffusion coeffi-
cients is small for both vacancy and interstitial mediated transport.
At 450 K the magnitude of the tracer diffusion coefficient ratio DFe/
DNi for vacancies and interstitials are about 3.5 and 0.5, respec-
tively. Both ratios indicate Fe depletion at grain boundaries and
sinks but the overall effect is smaller than for Cr, consistent with
the greater RIS of Cr compared to Fe observed in experiments [3].

The larger value of DCr/DNi might suggest that the interstitial
mechanism should play a dominant role, leading to Cr enrichment
at sinks. However, a number of other factors that could affect RIS
behavior must be considered. A particularly important factor is
that the present work is only for dilute concentrations. The diffu-
sion coefficients in this work do not account for solute–solute
interactions so the diffusion coefficient ratios may not apply at
higher solute concentrations. Other more subtle effects may also
occur at higher solute composition. For example, additional calcu-
lations published elsewhere demonstrate that Cr–Cr dumbbells are
0.92 eV more stable than Ni–Ni dumbbells [44]. Thus Cr–Cr dumb-
bells could form traps for Cr, slowing its transport and providing
opportunities for increased vacancy–interstitial recombination.
Cr–Cr trapping effects are not present in the dilute model de-
scribed in this work. Additionally, the diffusion coefficients in this
work assume transport through isolated defects and do not ac-
count for the effect of defect clusters. It has been shown with
molecular dynamics simulations in Fe [45] and Fe–Cr [46] that a
large fraction of interstitials, and to a lesser extent vacancies, form
in clusters of two or more defects. Interstitial clusters are reported
to be quite mobile with activation energies on the order of mono-
interstitials [45]. The effect of these clusters on RIS could be signif-
icant, depending on their coupling with solutes. Finally, other
factors besides intrinsic bulk transport properties may impact the
composition of the flux reaching the grain boundaries. For
example, it is well known that edge dislocations will preferentially
absorb interstitials [47,48]. Perhaps biased absorption of intersti-
tials over vacancies at some defect sinks reduces the overall inter-
stitial flux to grain boundaries, where RIS is typically measured.

In summary, the calculated tracer diffusion coefficient values in
this work suggest the observed RIS at grain boundaries in Ni-based
(and perhaps Fe-based) Ni–Cr–Fe alloys could involve a balance be-
tween two large and opposing RIS tendencies, with Cr depletion
being driven by vacancy mediated diffusion and Cr enrichment
being driven by interstitial mediated diffusion. The observed RIS
may therefore be affected by additional factors that alter the bal-
ance between these two intrinsic bulk mechanisms, such as overall
composition or the fraction of point vs. cluster defect diffusion, and
the concentration and absorption bias of sinks in the alloy. In par-
ticular, the observed Cr depletion at grain boundaries suggests that
Cr interstitials flux is reduced compared to the values predicted in
our dilute solute model and that vacancies introduce the dominant
species dependent point defect flux at the grain boundary.
4. Summary

In this paper, tracer diffusion coefficients were calculated for Ni,
Cr and Fe in a Ni host. Both vacancy and interstitial mediated dif-
fusion coefficients were determined with an ab initio-based ap-
proach that utilizes existing statistical mechanics models for
calculating correlation effects. The vacancy tracer diffusion coeffi-
cients were compared to existing experimental tracer diffusion
data. The ab initio diffusion coefficients were fit with an Arrhenius
form to assess the impact of the temperature dependent pre-expo-
nential factor for low temperature diffusion extrapolations.

New observations and findings for dilute Cr and Fe in Ni
include:

(1) The calculated vacancy mediated tracer diffusion coeffi-
cients under-predicted the experimental tracer diffusion
data but predicted the relative relationship between species
well. The discrepancy between experimental and ab initio
data was attributed to the temperature dependence of the
vacancy formation free energy, Gvf, and in particular, the ab
initio calculated entropy contribution to the free energy. It
was shown that fitting the entropy of formation, Svf, to the
experimental Ni self-diffusion coefficient at 1650 K
improved the agreement between experiment and calcu-
lated tracer diffusion coefficients for all species.

(2) Cr was found to be the fastest diffusing species followed by
Fe and then Ni for both vacancy and interstitial mediated
diffusion above 1250 K. The ordering of the species is mainly
attributed to the activation energies, and Cr has the lowest
activation energy for both vacancy and interstitial diffusion.
The pre-exponential factors (D0 values in the relationship
D = D0e�Q/kT) have an effect on ordering when the activation
energies are similar, which is the case for Fe and Ni–intersti-
tial diffusion.

(3) The Fe and Cr pre-exponential factors were found to be
strongly temperature dependent for both vacancy and inter-
stitial mediated diffusion due to the electronic excitation
and correlation factor contributions to the diffusion coeffi-
cients. The electronic excitations due to binding, which are
often neglected, proved to be significant in the interstitial
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case, where the temperature dependence was more dra-
matic than the correlation factor.

(4) The calculation of the vacancy wind revealed that the
vacancy drag mechanism is the dominant vacancy mediated
diffusion mechanism in Ni–Cr below 460 K. Above 460 K for
Ni–Cr and at all temperatures for Ni–Fe, vacancy–solute
exchange is the dominant diffusion mechanism.

(5) The tracer diffusion coefficient of each species through inter-
stitials, near the melting temperature, is comparable to the
vacancy mediated diffusion coefficients. The concentration
of thermal interstitials is a few orders of magnitude smaller
than the vacancy concentration but the migration barriers
are lower and compensate for the smaller number of inter-
stitials present.

(6) The Arrhenius fit to the high-temperature diffusion coeffi-
cients introduced errors of up to a factor of 2 in the vacancy
case and a factor of 25 in the interstitial case at 450 K. Cr had
the largest errors indicating non-Arrhenius diffusion behav-
ior through both interstitial and vacancy mediated diffusion.
Errors of this magnitude introduced by the Arrhenius fit to
high-temperature diffusion results would have a strong
effect on RIS predictions at lower temperature.

(7) For the first time calculated diffusion coefficients suggest
that Cr radiation-induced segregation in fcc Ni–Cr–Fe alloys
may include competing tendencies for depletion by vacan-
cies and enrichment by interstitials. The experimentally
observed Cr depletion at grain boundaries suggests that
the Cr bias of the interstitial flux is being reduced by compo-
sition or microstructure effects not included in the model.
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Appendix A. Atomic hopping rates for diffusion

Beginning from the Eyring–Polanyi equation [11,12] one can de-
rive the rate of a diffusive jump of an atom in a crystal lattice. The
Eyring–Polanyi equation is given for the rate of an atomic hop in
general form as:

w ¼ 1
s
¼ kBT

h
exp

�DG
kBT

� �
ðA:1Þ

In Eq. (A.1), 1/s is the mean rate of hopping, DG is the Gibbs free en-
ergy of activation, kB is Boltzmann’s constant, T is temperature and
h is Planck’s constant.

Note that this equation is derived based on the assumption that
the initial state is in equilibrium with the activated state. It also as-
sumes that if an atom reaches the transition state of a diffusive
jump, then it will complete the hop to the final state and will not
fall back into the well from which it came. This assumption, which
is common for transition state theory, will result in a rate that is an
upper limit.
It is convenient to write the total Gibbs free energy as a summa-
tion of the Gibbs free energy for a reference state plus the contri-
butions of excitations to that reference state [49]. The reference
state has been selected to be Ho(r), the zero temperature enthalpy
for atomic configuration r, which is also the output of most ab ini-
tio codes. The reference state is selected to be a system that con-
tains no temperature dependence, no vibrational contributions
(even zero-point energy) and has a fixed reference magnetic order.
The reference state can contain defects and solute species in any
configuration. The Gibbs free energy of a specific configuration is
the zero temperature enthalpy of that configuration plus any free
energy added due to excitations of the system. The electronic,
vibrational, and magnetic excitations will be modeled as a function
of volume and therefore written as Helmholtz free energies, F. Rig-
orously, the excitation thermodynamics will depend on volume, or
equivalently, pressure. However, since it is only differences be-
tween on lattice and transition state values that will contribute
to the final hopping rates, it is likely that cancellation effects
will cause the volume to have only a minor influence on the exci-
tation energetics. Therefore, in order to keep the calculations prac-
tical, the volume dependent contributions to the excitations will
not be included in this study. Furthermore, it is assumed that the
relevant excitations are electronic, vibrational and magnetic.
Within these approximations the Gibbs energy of the solid is
written:

GðrÞ ¼ H0ðrÞ þ GexciteðrÞ � H0ðrÞ þ FexciteðrÞ ðA:2Þ

The r notation is now dropped on the right hand side since all
parameters that are configuration dependent will be determined
for a specific configuration. Each contribution to the Gibbs free
energy can be calculated with existing ab initio techniques. As
mentioned above, Ho is a direct output of ab initio codes. FElec

accounts for energy contributions due to thermal excitation of
electron states. The Sommerfeld approximation [50] is used to
calculate FElec by the following equation

FElec ¼ EElec � TSElec ¼ �
p2

6
ðkBTÞ2nðeFÞ ðA:3Þ

In Eq. (A.3), the term, n(eF), is the density of states (DOS) at the Fer-
mi energy and has units of number of states per unit energy. The
Sommerfeld approximation is applicable when the density of states
is temperature independent and nearly constant within kBT of the
Fermi energy [51], although the latter constraint can be removed
by integrating numerically with the full density of states. A more
accurate self-consistent treatment of the electronic thermodynam-
ics at finite temperature is relatively straightforward with modern
electronic structure codes but would require a separate ab initio cal-
culation for each temperature. Using such an approach in tempera-
ture dependent diffusion coefficient expressions requires fitting a
function for interpolating the electronic contributions as a function
of temperature and has not been attempted here.

The vibrational excitation contribution, FVib, accounts for the
zero-point energy and the temperature dependence of the vibra-
tional energy in the system. Vibrations in solids are commonly
treated with the harmonic approximation, where the potential
energy is expanded to second order in the displacements of the
atoms from their equilibrium positions and higher-order
terms are ignored. In the harmonic approximation the basic ther-
modynamic quantities for lattice vibrations can be expressed
[52]:

FVib ¼ kBT
X

m¼all modes

ln½2 sinhðxmÞ�

� kBT ln
Y

m¼all modes

2xm þ
X

m¼all modes

O
hD

T

� �
kBhD

 !
ðA:4Þ
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where xm ¼ hmm
2kBT, hD is the Debye temperature and m is the frequency

in Hertz. The approximation on the right hand side is valid for high-
er temperatures, where T > hD. Thermal expansion due to vibrations
is zero in this purely harmonic approach.

The magnetic excitation contributions, FMag, accounts for
changes in electron spins from the reference magnetic state due
to temperature. In some cases the magnetic free energy can be
approximated by a Heisenberg model, but this approximation is
best when the spins behave as stable localized moments on each
atom. It is not clear that the Heisenberg model applies in such
Ni-based systems and further work is needed to develop a vali-
dated model for treating magnetic excitations in this system.
Therefore, no magnetic contributions to the excitations are in-
cluded in this work (although zero temperature spin polarized
energetics are used for all the reference states).

By combining Eqs. (A.1)–(A.4), a practical rate expression for
migration is obtained and presented in Eq. (A.5). The change in
Gibbs free energy is the difference between configurations where
the migrating atom is at the transition state (TS) and in the on
lattice (OL) state adjacent to the TS. The difference between the
TS and OL will be denoted mig for migration.

w ¼ kBT
h

exp
�DG
kBT

� �
¼ kBT

h

exp �ðHTS
0 þFTS

ElecþFTS
VibÞ

kBT

� �
exp �ðHOL

0 þFOL
ElecþFOL

VibÞ
kBT

� �
¼ mmigECmig exp

�DHmig

kBT

� �
ðA:5Þ

Since Ho contains no temperature dependence or vibrational contri-
butions and assumes a fixed magnetic order, the only contribution
to the Gibbs free energy is the difference in enthalpy at the TS and
OL. DHmig is the zero temperature migration enthalpy.

The expressions mmig and ECmig are derived from excitations at
the OL and TS positions due to vibrational and electronic contribu-
tions, respectively. The electronic contribution reduces to the
exponential of a term proportional to the difference between the
electronic density of states for the TS and OL states.

ECmig ¼
exp p2

6 ðkBTÞnTSðeFÞ
� �

exp p2

6 ðkBTÞnOLðeFÞ
� �

¼ exp
p2kBT

6
nTSðeFÞ � nOLðeFÞ
� �� �

ðA:6Þ

Applying the truncated high temperature expansion in Eq. (A.4),
the ratio of the vibrational contributions can be written:

mmig ¼
kBT
h

exp � ln
Q

3N�1
xTS

m

� �

exp � ln
Q
3N

xOL
m

� � ¼
Q
3N

mOL

Q
3N�1

mTS
ðA:7Þ

where N is the number of atoms and 3N is the number of degrees of
freedom. For solids, 3N is replaced by 3N � 5 to exclude transla-
tional and rotational degrees of freedom. The kBT/h term from Eq.
(A.5) is included in vibration contribution expression in Eq. (A.7) be-
cause it cancels in a convenient way when the vibrational contribu-
tions are evaluated.
Að1ÞAA ¼
�2ð3w3 � 2w1Þ2 þ 28w3ð1� FÞð3w3 � 2w1Þ w0�w4

w4

� �
� 14w3ð1�

X

2
64
Parameters needed to evaluate Eq. (A.5) for a given system in-
clude vibrational frequencies, electronic density of states and zero
temperature enthalpies. The migration enthalpy term is generally
the dominant term since the rate depends on it in an exponential
manner and there is usually a significant energy barrier associated
with diffusion events. The magnitudes of the other contributions
are system dependent and will be examined in Appendix D for
the Ni–Cr and Ni–Fe systems.

Appendix B. Calculating phenomenological coefficients from
atomic rates

Phenomenological coefficients describe the mobility of atoms
and are the link between migration rates and diffusion coeffi-
cients. Analytical expressions of phenomenological coefficients
are available for some simple systems, such as dilute binary sys-
tems with short range interactions. These expressions can be cal-
culated directly with various atomic rates and interactions that
define the solute–defect thermokinetics (multi-frequency mod-
els). These multi-frequency models will be this used in this
appendix to calculate of phenomenological coefficients for both
vacancy and interstitial mediated diffusion in dilute fcc systems.
The relationship between the phenomenological coefficients and
the intrinsic diffusion coefficients for each species will also be
given.

B.1. Vacancy phenomenological coefficients

The rates of various atom–vacancy exchanges relative to a sol-
ute atom are needed to obtain the phenomenological coefficients.
The model used in this work for the vacancies in the fcc lattice
requires five rates and is commonly known at the five-frequency
model, originally developed by Lidiard and Le Claire [9,10,53].
The rates of the five-frequency model are used to calculate the
phenomenological coefficient expression given by Allnatt [54].
It should be noted that other phenomenological coefficients
expressions have been developed and are reviewed in Refs.
[55,56].

Fig. B.1 illustrates the various diffusion events, where wi is the
rate associated with each event of the five-frequency model. The
fifth hop, wo, is not shown and is the hop of a vacancy in the pure
solvent. The labels on the atoms in Fig. B.1 denote their nearest-
neighbor distance from the solute.

The phenomenological coefficients expressions are given in

LAA ¼
ns2

6kBT

� �
12c0vð1� 7c0BÞw0 þ cpAð0ÞAA þ cpAð1ÞAA

h i
ðB:1Þ

LAB ¼ LBA ¼
ns2

6kBT

� �
cpAð1ÞAB ðB:2Þ

LBB ¼
ns2

6kBT

� �
cpw2 þ

�2cpw2
2

X

� 	
ðB:3Þ

where

Að0ÞAA ¼ 4w1 þ 14w3 ðB:4Þ
FÞð2w1 þ 2w2 þ 7w3Þ w0�w4
w4

� �2375 ðB:5Þ
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Fig. B.1. Illustration of five-frequency model.
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Að1ÞAB ¼
w2 2ð3w3 � 2w1Þ þ 14w3ð1� FÞ w0�w4

w4

� �h i
ðB:6Þ
w0 wRwI
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Fig. B.2. Illustration of different interstitial hopping events as defined by Barbu
[59].
X

and

X ¼ 2w1 þ 2w2 þ 7w3F ðB:7Þ

In addition to the five jump frequencies, there are a number of addi-
tional parameters that appear in Eqs. (B.1)–(B.3) and will be defined
here. The number of lattice sites is denoted n, s is the nearest-neigh-
bor jump distance (s ¼ a=

ffiffiffi
2
p

, where a is the lattice constant), cp is
the site fraction of solute atoms that have a vacancy among their
nearest-neighbor sites (solute–vacancy pairs), c0v is the site fraction
of unbound vacancies (given by c0v = cv � cp), and c0B is the site frac-
tion of unbound solutes (given by c0B = cB � cp).

Eq. (B.8) is a mass-action equation that defines the relationship
between the paired and unpaired vacancies and solutes. It is de-
rived from the chemical potential, l, relationship between second-
ary and primary species, lBv = lB + lv and is a function of the
coordination number, z, and the binding energy of the solute and
vacancy, DgBv. In the one-shell approximation of the five-frequency
model the binding energy can be related to the ratio w4/w3 by de-
tailed balance [55]. This approximation is only rigorously true
when the vacancy and solute do not interact beyond the first shell
and is therefore not recommended.

cp

c0vc0B
¼ z exp

�DgBv
kBT

� �
ðB:8Þ

The binding energy of a nearest-neighbor solute–vacancy pair is
calculated using Eq. (B.9). Eq. (B.9) compares the energy of a con-
figuration in which the vacancy and solute are first nearest-neigh-
bors (nn) to configurations where the vacancy and solute are
isolated or infinitely far apart (1). When DgBv is negative, there
is an attraction between the solute and vacancy and the concentra-
tion of solute–vacancy pairs will be enhanced.

DgBv ¼ g1st nn
B�v � g1B�v ðB:9Þ

The free vacancy concentration (site fraction) in pure solvent
can be expressed in terms of the Gibbs free energy of formation
at equilibrium (if the vacancy concentration is out of equilibrium,
as for an irradiated system, then it must be obtained by other
methods).

c0v ¼ exp
�Gvf

kBT

� �
¼ exp

�Hvf

kBT

� �
exp

Svf

kB

� �
ðB:10Þ
The enthalpy and entropy of formation are often known exper-
imentally for pure materials or can be calculated. In pure materials
the concentration of free vacancies and the total concentration of
vacancies are equal, c0v = cv.

The factor F in Eq. (B.7) is a function of the ratio of w4 and w0

jumps as shown in

7ð1� FÞ ¼ 10n4 þ B1n
3 þ B2n

2 þ B3n

2n4 þ B4n
3 þ B5n

2 þ B6nþ B7
ðB:11Þ

where n = w4/w0.
The Bi coefficients have been determined using perturbation

theory by Koiwa and Ishioka [57] and are given in Ref. [55].
With five rates, the binding energy of the solute–vacancy com-

plex and the concentrations of vacancies and solutes, one can apply
Eqs. (B.1)–(B.3) to calculate the phenomenological coefficients for
any dilute fcc binary alloy. The necessary parameters for Ni–Fe
and Ni–Cr alloys have been obtained in this work with ab initio
methods and are given in Appendix D.

B.2. Interstitial phenomenological coefficients

The phenomenological coefficients for dumbbell interstitials in
a dilute fcc system have been determined by Allnatt et al. [58]
and Barbu [59] in the one-shell approximation that bears strong
resemblance to the five-frequency model of the vacancy case.
These expressions were derived under the assumption that the sol-
ute species is dilute enough to neglect solute–solute interactions.
See Ref. [55] for a complete review.

The rates needed to determine the phenomenological coeffi-
cients are illustrated in Fig. B.2. The phenomenological coefficients
are given in terms of the hopping rates by the following equation

LAA ¼ Lf
AA þ Lp

AA ðB:12Þ

Lf
AA ¼

4ns2c0Iw0

3kBT
ðB:13Þ

Lp
AA ¼

ns2cpaw3

6kBT

� �
�7w0

w4
þ 16ðw3 þ 2w1 þw02Þ
ð5w3 þ 2w1 þw02Þ

�

þ 12½ðwR þwIÞð2w3 þw02Þ þ 2w3w2�
½ðwR þwIÞð5w3 þw02Þ þ 5w3w2�

þ 6w04ðw03 þ 2w01Þ
w4ð2w03 þw01Þ

�
ðB:14Þ
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LAB ¼ LBA ¼
ns2cpa

6kBT

� �
6wIw02w3

A

� �
ðB:15Þ

LBB ¼
ns2cpa

6kBT

� �
w02wI

w2A

� �
ðwRð5w3 þw02Þ þ 5w3w2Þ ðB:16Þ

where

A ¼ ðwR þwIÞð5w3 þw02Þ þ 5w3w2 ðB:17Þ

cpa is the site fraction of a-type solute–interstitial pairs (npa/n) and c0I
is the site fraction of unbound interstitials and c0B is the site fraction
of unbound solutes. The site fraction of b-type solutes does not con-
tribute to the phenomenological coefficients directly since they are
not oriented properly to become part of the interstitial dumbbell.
The a- and b-type solute–interstitial pairs are shown in Fig. B.2.
The total and bound solute and interstitial concentrations are re-
lated by c0I = cI � cpa and c0B = cB � cpa. These concentrations are re-
lated by the following mass-action equation:

cpa

c0Ic
0
B

¼ 8 exp
�Dgpa

kBT

� �
ðB:18Þ

where Dgpa is the binding energy of the solute–interstitial pair. The
binding energy is taken by comparing the free energy of a system
where the solute, B is an a-type nearest-neighbor of an A–A dumb-
bell interstitial (int) to a system where the solute and the A–A
dumbbell are infinitely apart.

Dgpa ¼ ga-type
B�int � g1B�int ðB:19Þ

The coefficient in front of the exponential in Eq. (B.18) coincides
with the number of distinct configurations that lead to a cpa pair.
Only eight of the 12 nearest-neighbor sites of a dumbbell are a-
type sites, the other four sites are orthogonal to the dumbbell axis
and form b-type pairs.

The concentration (site fraction) of interstitials formed ther-
mally in pure solvent is written using the same expression as for
vacancies but now the enthalpy and entropy of formation are that
of the dumbbell interstitial. In Eq. (B.20) it is implicitly assumed
that there is only one interstitial configuration per lattice site.
Additional configurations that are sampled at higher temperatures
will appear as contributions to the entropy.

c0I ¼ exp
�GIf

kBT

� �
¼ exp

�HIf

kBT

� �
exp

SIf

kB

� �
ðB:20Þ
B.3. Intrinsic diffusion coefficients

The phenomenological coefficients derived in Appendices A
and B above contain the kinetic properties of the alloy and are
closely related to the intrinsic diffusion coefficients. Diffusion
coefficients are conveniently defined to allow one to describe
the thermodynamic driving force in terms of gradients in concen-
tration rather than gradients in chemical potential. This conver-
sion allows for the flux of a species to be written in the
conventional form of Fick’s law where Ji is the flux, Di is the
intrinsic diffusion coefficient and ni is the total number of atoms
per unit volume of species i.

JA ¼ �DArnA; JB ¼ �DBrnB ðB:21Þ

The relationship between the intrinsic diffusion coefficients and
the phenomenological coefficients is given in

DA ¼
kBT
n

LAA

cA
� LAB

cB

� �
1þ @ ln cA

@ ln cA

� �
;

DB ¼
kBT
n

LBB

cB
� LBA

cA

� �
1þ @ ln cB

@ ln cB

� �
ðB:22Þ
In Eq. (B.22), ci is the activity coefficient of species i, ci is the atomic
fraction given by ci = ni/n, where n is the total number of atoms per
unit volume. The second term in parenthesis is the thermodynamic
factor that describes the change in chemical potential of one species
with respect to the concentration of another species. The thermody-
namic factor is equal to @li/@cj where the chemical potential is de-
fined by li ¼ l0

i ðT; PÞ þ kBT lnðciciÞ.
The expressions in Eq. (B.22) apply to both vacancy and intersti-

tial mediated diffusion. The expressions can be further simplified
in the dilute limit, where the thermodynamics factor is unity, in or-
der to express the tracer diffusion coefficients in terms of the phe-
nomenological coefficients. This derivation of the tracer diffusion
coefficients is given in detail in Appendix C.

Appendix C. Tracer diffusion coefficients

Tracer diffusion coefficients can be determined for alloys with
any concentration of solute species but the following discussion
only applies to alloys with dilute solute concentrations (typically
less than 1%). This appendix addresses binary alloys only but could
also be applied to multi-component alloys where all of the solute
concentrations are dilute and non-interacting. For example, the
formulas in this appendix for binary tracer diffusion coefficients
(D�) can be applied to obtain D� for Ni, Fe and Cr in Ni–Cr and
Ni–Fe. These same D� values will then also hold for ternary Ni–
Fe–Cr in the limit of dilute Fe and Cr. Tracer diffusion coefficients
of dilute species are determined by taking the limit of the intrinsic
diffusion coefficients, defined in Appendix B, as the concentration
of tracer species goes to 0. In the dilute limit, tracer diffusion coef-
ficients offer an opportunity for experimental validation of the
phenomenological coefficient expressions because the only factor
that can lead to a net flow of tracer atoms is the concentration gra-
dient of the tracer itself [60].

In this section, the tracer diffusion expressions are derived from
the intrinsic diffusion coefficients and partitioned into pre-expo-
nential frequency factors and activation energies to match the
Arrhenius form of experimentally determined tracer diffusion
coefficients.

C.1. Vacancy mediated diffusion

The tracer diffusion coefficient of solute B in the solvent A is
determined by taking the limit of intrinsic diffusion coefficient,
DB, (Eq. (B.22)) as the concentration of species B goes to 0 (note that
this will give c = 1 in the dilute limit).

D�Bð0Þ ¼ lim
cB!0

DB ¼ kBT
LBB

nB
ðC:1Þ

To obtain the solute tracer diffusion coefficient, Eq. (B.8) for cp

is substituted into Eq. (B.3), which is used for LBB in Eq. (C.1) to
yield:

D�Bð0Þ ¼
s2

6
w2c0vz exp

�DgBv
kBT

� �
2w1 þ 7w3F

2w1 þ 2w2 þ 7w3F

� 	

¼ a2w2cv exp
�DgBv

kBT

� �
fB ðC:2Þ

In the limit of cB ? 0, c0v = cv, which is given by Eq. (B.10). The
term in brackets in Eq. (C.2) is the correlation factor of the solute,
fB. The correlation factor is a measure of the extent to which the
solute deviates from a perfect random walker. The correlation fac-
tor ranges from 0 to 1 where a perfect random walker has a value
of unity.

fB ¼
2w1 þ 7w3F

2w1 þ 2w2 þ 7w3F
ðC:3Þ
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The binding energy is described in Eq. (B.9) as the change in free
energy associated with bringing the solute and vacancy from a
non-interacting position to a first nearest-neighbor position.
Returning to the original definition of the Gibbs free energy, the
binding energy can be described by the changes in the different
contributions to the free energy, which can be written as:

DgBv ¼ DH0 þ DFElec þ DFVib ðC:4Þ

First, the change in zero temperature enthalpy simply compares
the enthalpy of a configuration where the vacancy and solute are
first nearest-neighbors (OL2) to a configuration where they are
considered infinitely far apart (1). OL2 denotes the on lattice posi-
tion of the w2 jump of the five-frequency model and 1 denotes
infinitely far apart or non-interacting. Note that, in general we will
use OLi and TSi to refer to the state with the hopping atom in its on
lattice or transition state position associated with hopping event i
in Fig. B.1. The difference in enthalpy between these two configu-
rations is the binding enthalpy and is given in

DH0 ¼ HOL2 � H1 ¼ Hbind ðC:5Þ

Similarly, the electronic and vibrational contributions to the
change in Gibbs free energy are found by subtracting the state
where the vacancy and solute are non-interacting (1) from the
first nearest-neighbor position (OL2).

DFElec ¼ �
p2

6
ðkBTÞ2ðnOL2 ðeFÞ � n1ðeFÞÞ ðC:6Þ

DFVib � kBT ln
Y
3N

mOL2 � ln
Y
3N

m1
 !

ðC:7Þ

Now the binding energy contribution to D�B(0) in Eq. (C.2) is
written by combining Eqs. (C.4)–(C.7) to obtain:

exp
�DgBv

kBT

� �
¼ exp

�DH0

kBT

� �
exp

�DFElec

kBT

� �
exp

�DFVib

kBT

� �

¼ mbindECbind exp
�Hbind

kBT

� �
ðC:8Þ

where vbind is the vibrational contribution to binding given by Eq.
(C.9) and ECbind is the electronic excitation contribution to binding
given by Eq. (C.10). Eqs. (C.9) and (C.10) are similar to those for
ECbind and vbind defined in Appendix A, except the infinitely far away
position (1) is evaluated instead of the TS position.

mbind ¼

Q
3N

m1Q
3N

mOL
ðC:9Þ

ECbind ¼ exp
p2

6
kBTðnOLðeFÞ � n1ðeFÞÞ

� �
ðC:10Þ

All of the rates in the five-frequency model are needed to calcu-
late D�B(0). Each rate expression is obtained by inserting the corre-
sponding TS and OL configuration into Eq. (A.5). For example, the
rate expression for a solute–vacancy exchange, w2, uses the OL2

state (illustrated in Fig. B.1), where the solute and the vacancy
are first nearest-neighbors, and the TS2 state, which has the solute
atom at the transition state.

w2 ¼ mTS2�OL2
mig ECTS2�OL2

mig exp
�DHTS2�OL2

mig

kBT

 !
ðC:11Þ

Here ECmig and mmig are as defined in Eqs. (A.6) and (A.7), respec-
tively. Eq. (C.11) is used to calculate the correlation factor in Eq.
(C.3) and is applied directly in Eq. (C.2) to calculate D�B(0). All of
the terms needed to determine the tracer diffusion coefficient of
the solute B, D�B(0), in Eq. (C.2) have been defined in Eqs. (B.10),
(C.3), (C.8), and (C.11). It is helpful to partition terms between the
pre-exponential factor and activation energy to express the solute
tracer diffusion coefficient in the Arrhenius form of

D�Bð0Þ ¼ DB
0A exp

�Q B
A

kBT

 !
ðC:12Þ

where DB
0A is the pre-exponential factor and QB

A is the activation en-
ergy, given by

DB
0A ¼ a2fBmbindECbindmTS2�OL2

mig ECTS2�OL2
mig exp

Svf

kB

� �
ðC:13Þ

QB
A ¼ DHTS2�OL2

mig þ Hvf þ Hbind ðC:14Þ

The activation energy contains the migration and formation
enthalpy of the vacancy and a binding enthalpy of the solute. The
pre-exponential factor contains the correlation factor and many
contributions associated with migration and binding, some of
which are temperature dependent and cannot be easily resolved
experimentally.

It is often useful to know the self-diffusion coefficient of a spe-
cies. For pure A the self-diffusion coefficient is also a tracer diffu-
sion coefficient for a species B but now species B is considered an
isotope of species A. The self-diffusion coefficient of A can be deter-
mined from Eq. (C.2) by setting all of the jump rates equal to w0

and DgBv = 0. Note that 7F = 5.15 for a w4/w0 ratio of unity. The
self-diffusion coefficient can be written as:

D�Að0Þ ¼ 2s2w0cv 1� 2
9:15

� 	
¼ a2w0cv f0 ðC:15Þ

Again, the term in brackets is the correlation factor, f0. For pure fcc
metals, f0 = 0.7815 [55].

Applying the rate definition in Eq. (A.5) to w0, the full self-diffu-
sion coefficient expression is obtained. The self-diffusion coeffi-
cient can be partitioned into the Arrhenius form of

D�Að0Þ ¼ DA
0A exp

�Q A
A

kBT

 !
ðC:16Þ

where

DA
0A ¼ a2f0mTS0�OL0

mig ECTS0�OL0
mig exp

Sv f

kB

� �
ðC:17Þ

QA
A ¼ DHTS0�OL0

mig þ Hvf ðC:18Þ

While the tracer diffusion coefficients provide essential infor-
mation about A and B atom kinetics, they do not describe the ki-
netic cross terms between A and B and vacancies. A quantity of
interest that does describe some of these cross term couplings is
LvB, which is useful for studying the relationship between the sol-
ute and the vacancy mobilities. LvB is defined in terms of the phe-
nomenological coefficients LAB and LBB.

LvB ¼ �ðLAB þ LBBÞ ¼ �LBBðGþ 1Þ ðC:19Þ

where

G ¼ LAB

LBB
¼
�2w1 þ 3w3 þ 7w3ð1� FÞ w0�w4

w4

� �
w1 þ 3:5w3F

ðC:20Þ

G is called the vacancy wind and accounts for the coupling between
the flux of species A and B, JA and JB, through the vacancy flux, Jv

[56]. It can be seen from Eq. (C.19) that if G < �1, then the sign of
LvB changes. A sign change denotes a change in the relative direction
of solutes and vacancy.

In the five-frequency model the w1 jump is one where the va-
cancy moves from one first nearest-neighbor position to another,
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relative to the solute. The w3 jump is the rate of dissociation be-
tween the solute and vacancy. In the fcc crystal structure it is pos-
sible for a vacancy to circle around the solute through a series of w1

jumps without dissociation. If the rate of circling around the solute
is much greater than the rate of dissociation it is possible to have a
cooperative motion between the solute and the vacancy where
they are traveling in the same direction. This mechanism is com-
monly referred to as the vacancy–solute drag mechanism. If LvB is
negative (G > �1), it indicates the solute and vacancy are moving
in opposite directions, if positive (G < �1), it indicates that the drag
mechanism is dominant and the vacancies and solutes are moving
in the same direction. Note that the diffusion mechanism can
change as a function of temperature since the rates are tempera-
ture dependent. The vacancy wind has been calculated for the
Ni–Cr and Ni–Fe binaries as a function of temperature and the re-
sults are presented and discussed in Section 3.1 of the main text.

C.2. Interstitial mediated diffusion

The interstitial tracer diffusion coefficient is obtained by taking
the limit of DB from Eq. (B.22) as cB ? 0, as in the vacancy case. In
this case the phenomenological coefficients in Eq. (B.22) refer to
those of the interstitial model in Eqs. (B.12)–(B.16).

DI
Bð0Þ ¼ lim

cB!0
DB ¼ kBT

LBB

nB
ðC:21Þ

Inserting Eq. (B.16) for LBB and Eq. (B.18) for cpa results a tracer
diffusion expression given by the following equation:

DI
Bð0Þ ¼

2
3

a2cI exp
�Dgpa

kBT

� �
wIfB ðC:22Þ

where cI is the total concentration of interstitials (site fraction) and
cI = c0I in this limit. The correlation factor, fB, is given by:

fB ¼
w02ðwRð5w3 þw02Þ þ 5w3w2Þ

w2ððwR þwIÞð5w3 þw02Þ þ 5w3w2Þ
ðC:23Þ

The definitions of the migration rates of interstitials have the
same form as in the vacancy case. The activated state and the adja-
cent pre-hop configuration are now that of the interstitial dumb-
bell (illustrated in Fig. C.1a). The rate of dumbbell rotation is also
needed to obtain the phenomenological coefficients. Assuming
rotation in the {1 0 0} family of planes, the OL and TS states for
rotation are shown in Fig. C.1b.

The rate of each event is determined by using the appropriate
TS and OL configuration energetics in Eq. (A.5). The change in en-
thalpy for rotation is denoted rot. Eqs. (C.24) and (C.25) provide
examples for the rates in Fig. C.1.

w0 ¼ mTS0�OL0
mig ECTS0�OL0

mig exp
�DHTS0�OL0

mig

kBT

 !
ðC:24Þ

wR0 ¼ mTSR0�OLR0
mig ECTSR0�OLR0

mig exp
�DHTSR0�OLR0

rot

kBT

 !
ðC:25Þ

Like the vacancy case, the binding energy is calculated by com-
paring the free energy change between the solute and dumbbell as
(a) (b)

Fig. C.1. (a) OL0 and TS0 states for an interstitial migration event in pure solvent and
(b) OLR0 and TSR0 for a wR0 type interstitial rotation event in pure solvent.
a-type first nearest-neighbors and infinitely far apart, as shown in
Eq. (B.19).

Dgpa ¼ DH0 þ DFElec þ DFVib ðC:26Þ
exp
�Dgpa

kBT

� �
¼ mbindECbind exp

�Hbind

kBT

� �
ðC:27Þ

Each term in the interstitial tracer diffusion coefficient expres-
sion in Eq. (C.22) has been defined and can now be partitioned into
Arrhenius form with a pre-exponential factor, DB

0A and activation
energy, QB

A.

DB
0A ¼

2
3

a2fBmbindECbindmTSI�OLI
mig ECTSI�OLI

mig exp
SIf

kB

� �
ðC:28Þ
QB
A ¼ DHTSI�OLI

mig þ HIf þ Hbind ðC:29Þ

The expression for the interstitial solute tracer diffusion coeffi-
cient is identical to that of the vacancy solute tracer diffusion coef-
ficient except for the factor of 2/3 in front. The factor of 2/3 comes
from the fact that there are eight nearest-neighbors oriented prop-
erly for diffusion (a-type) out of the total 12 nearest-neighbors. The
coupling of neighbors and diffusion reduces the diffusion constant
by 8/12 = 2/3.

To obtain the interstitial self-diffusion coefficient, the solute B is
treated as an isotope of species A. In Eq. (C.22), we set Dgpa = 0 and
all rates to their pure solvent values, w0 and wR0. The self-diffusion
coefficient becomes:

DI
Að0Þ ¼

2
3

a2cIw0f0 ðC:30Þ

where

f0 ¼
6wR0 þ 5w0

6wR0 þ 11w0
ðC:31Þ

and wR0 and w0 are given in Eqs. (C.24) and (C.25).
The interstitial tracer self-diffusion coefficient expression parti-

tioned into Arrhenius form yields a pre-exponential factor, DA
0A and

activation energy, QA
A, with expressions:

DA
0A ¼

2
3

a2f0mTS0�OL0
mig ECTS0�OL0

mig exp
SIf

kB

� �
ðC:32Þ
QA
A ¼ DHTS0�OL0

mig þ HIf ðC:33Þ

Again, the expression for interstitial self-diffusion coefficient is
identical to that of the vacancy self-diffusion coefficient except for
the factor of 2/3.

Similar to the case of vacancy, we can define an interstitial wind
GI by the relations:

LIB ¼ LAB þ LBB ¼ LBBðGI þ 1Þ; GI ¼
LAB

LBB
ðC:34Þ

For the vacancy case G < �1 (LvB > 0) implies that the vacancy
will drag the solute along with it. For the interstitial case, it is also
useful to consider the region of GI near �1. GI > �1 (LIB > 0) implies
that the solute moves with the interstitial flux and GI < �1 (LIB < 0)
implies that the solute moves opposite the interstitial flux. It is this
latter case that would be considered unusual, analogous to the
occurrence of vacancy drag, as the solute would be moving oppo-
site the direction expected for a single component system with
interstitial mediated transport. Based on Eqs. (B.15) and (B.16) it
can be seen that, within the models used in this work, GI P 0
and the solutes flux will be in the same direction as the interstitial
flux.



Table D.1
DOS (number states/eV per cell) for electronic contribution to the rate equation.

Material DOS
(TS)

DOS
(OL)

DOS (1) DOS
(TS–OL)

DOS
(OL–1)

107Ni + v 198.64 199.30 199.30 �0.66 0.00
106Ni1Fe + v 196.15 195.55 194.78 0.61 0.76
106Ni1Cr + v 200.93 201.36 200.93 �0.43 0.44
109Ni w/int 209.15 209.51 209.51 �0.36 0.00
108Ni1Fe w/int 206.09 206.85 204.79 �0.77 2.07
108Ni1Cr w/int 206.88 204.79 211.92 2.09 �7.13
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Appendix D. Thermokinetic data obtained by first principles

Each contribution to the diffusion equation expressions (except
where stated explicitly) is calculated using ab initio methods. How-
ever, there are 17 different hop types for the multi-frequency mod-
els being applied here (see Figs. B.1 and B.2 for hop types). In order
to keep the number of calculations practical and consistent with
the multi-frequency models, a few approximations must be made.
For each hop the barrier is calculated explicitly. However, only
approximate contributions from the excitations will be included.
The primary approximation is to assume that the excitations are
dependent on the hopping species only and independent of local
configuration. This approximation implies that in calculating the
Ni–Cr or Ni–Fe vacancy tracer diffusion coefficients, any Ni hop
will be treated as a w0-type Ni hop for all contributions except
the migration barriers. For example, the vibrational frequencies
at TS1 and TS3 are all assumed to be equal to TS0. Recall that OLi

and TSi refer to the state with the hopping atom in its on lattice
or transition state position associated with hopping event i in
Fig. B.1. The migration barrier will make up the dominant contribu-
tion for differences in hopping rates and the migrating species type
should capture the main effect of the excitations. The states that
are treated explicitly for all excitations, i.e., for which the excita-
tion contributions are calculated from ab initio methods, are the
TS0, TS2, OL0, OL2 and OL1 states for Ni–Cr or Ni–Fe. All other states
are treated as equivalent to one of the states that are treated
explicitly, as discussed above. The OL2 and OL1 states are needed
to calculate the binding energies of vacancies and solutes (the 1
state refers to the case where the vacancy and solute are infinitely
far apart).

For interstitial diffusion, an analogous approximation to that of
the vacancy case would be to consider the excitations of every Ni
hop as a w0 hop for the interstitials. Again, the migration barriers
for each type of hop are treated explicitly since they will make
the largest contribution to the rate expression. The explicit treat-
ment of excitations associated with dumbbell rotations are ne-
glected because, as will be seen later, the rotation barrier is
prohibitively high compared to the other possible events. This high
barrier drives the rate of rotation events to zero and any contribu-
tion from excitations would become insignificant. The TS state of a
Ni–Ni rotation is treated as a w0 hop and a Ni–Cr/Fe rotation as a wI

Cr or Fe hop. The states that will be treated explicitly for all excita-
tions are the TS0, TSI, OL0, OLI, OL20 and OL1 states for Ni–Cr or Ni–
Fe. The OL20 and OL1 states are needed to calculate the binding
energies of a-type dumbbells.
D.1. Lattice parameter

The lattice parameter for pure Ni has been experimentally mea-
sured at room temperature to be 0.35238 nm [25] and 0.35157 nm
at 50 K [61]. The ab initio calculated value in this work is
0.35239 nm, which is considered to be at 0 K. Since the models
are appropriate when there is only a dilute amount of solute pres-
ent (�1% or less), the pure Ni lattice constant is used for all tracer
diffusion calculations. The ab initio calculated lattice parameter va-
lue will be used in order to be consistent with the other ab initio
determined values.
D.2. Electronic contributions

In order to determine the electronic contributions, FElec, in Eq.
(A.3), the density of states at the Fermi energy is needed for each
configuration. Table D.1 displays the density of states (DOS) at
the Fermi energy, n(eF), for pure Ni and solute cases at the TS, OL
and 1 state for both interstitials and vacancies. The OL state has
a solute atom as a first nearest-neighbor to a vacancy or an a-type
first nearest-neighbor to an interstitial dumbbell. In the case of
pure Ni, the OL and1 states are indistinguishable from each other.
The DOS difference is taken and to calculate the electronic contri-
bution associated with migration and binding. Recall that the DOS
at the Fermi energy, n(eF) is related to ECmig and ECbind as stated in
Eqs. (A.6) and (C.10). ECmig and ECbind are temperature dependent
quantities and their impact on the hopping rate can be significant.
The electronic excitation contributions due to migration and bind-
ing will be included in the rate expression as a function of
temperature.
D.3. Vibrational contributions

The vibrational contributions of migration have been calculated
using a local harmonic approximation [62]. A Hessian matrix is
constructed and diagonalized to obtain frequencies, mj, for the OL
and TS configurations. For a complete model the full dynamical
matrix should be determined for the different states. However,
an approximation that treats only the atom directly involved in
the relevant processes is used here. For vacancies a single atom
is displaced 0.001 nm along each of the Cartesian coordinates to
determine the second derivatives of energy with respect to atomic
position. In the OL state, a Ni or solute atom as a first nearest-
neighbor to a vacancy is displaced. At the transition state, the hop-
ping atom is displaced. The TS has one negative eigenvalue of the
Hessian matrix, corresponding to an imaginary frequency. The ra-
tio of the products of the real frequencies at the OL and TS are used
to determine the vibrational migration contribution, also known as
the attempt frequency, which was given in Eq. (A.7) (where N is the
number of atoms displaced, which is one in this case).

This approach of treating vibrations locally has often been used
for the diffusion of light atoms in a matrix of heavier atoms [63–
65], where the mass difference helps make the local approach
accurate. This method is used in this work to provide only approx-
imate attempt frequencies since Ni, Cr and Fe are of similar mass.
The attempt frequencies of vacancy–atom exchange for Ni, Cr and
Fe migrating in a Ni host are calculated to be 4.48, 4.92 and
4.14 THz, respectively. These values are summarized in Table 1.

For the interstitial dumbbell migration, it was not possible to
obtain an imaginary frequency at the TS by displacing a single
atom. This is due to the fact that the dumbbell hop is a cooperative
motion between three atoms and many more are displaced in the
process. Therefore, an analogous equation to (A.7) for the attempt
frequency for interstitials has not been constructed and instead the
interstitial attempt frequencies are estimated as follows. Com-
pared to the vacancy hopping, the interstitial migration barriers
are lower and the distances traveled during a migration event
are shorter. These two effects contribute opposite changes in the
curvature of the energy surface as compared to a vacancy. There-
fore, as a first approximation, the attempt frequencies to hop a gi-
ven species by the vacancy mechanism will be used for the
interstitial attempt frequencies for that species as well.
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The vibrational contributions due to binding, vbind, are also cal-
culated using the local harmonic approximation, Eq. (C.9). A single
atom is displaced along each of the Cartesian coordinates to deter-
mine the second derivative of energy with respect to atomic posi-
tions. The values are determined by comparing the frequencies of a
solute atom as a first nearest-neighbor to the defect and in pure
solvent with no defect present (to simulate the 1 state). Values
of mbind are unitless because both states are normal lattice sites,
not transition states, and they have the same number of frequen-
cies. The values for Cr and Fe solutes next to a vacancy in Ni are
1.25 and 1.29, respectively. The vibrational contributions due to
binding for the interstitial dumbbells were not calculated due to
problems obtaining converged values, which seemed to require a
very large number of atoms around the interstitial. A value of unity
is used for vibrational contributions to interstitial binding in the
diffusion coefficient calculations. The vacancy and interstitial val-
ues of vbind are summarized in Tables 1 and 4, respectively.

D.4. Defect concentration parameters

In order to calculate the concentration of thermally created
interstitial and vacancy defects the entropy and enthalpy of forma-
tion must be determined. The entropy of formation for a single
vacancy or interstitial can be expressed in the harmonic approxi-
mation by:

Sf
i ¼ kB

X3N

a¼1

ln
m0

a

ma

� �
¼ kB ln

Q3N

a¼1
m0

a

Q3N

a¼1
ma

0
BBB@

1
CCCA ðD:1Þ

where mo
a are the eigenfrequencies of the ideal lattice and ma are

those of the defected lattice. Note that Eq. (D.1) is the classical high
temperature limit but is applied to zero temperature defect calcula-
tion following standard practices [29,66]. Eq. (D.1) is generally as-
sumed to be accurate for the Debye temperature and above. The
ab initio result for the vacancy formation entropy is 1.82 kB, which
is converged for temperatures above 100 K in the classical high
temperature limit. The interstitial formation entropy was not calcu-
lated in this work but a value has been previously reported in the
literature. Debiaggi et al. [29] have calculated the formation entropy
of a h1 0 0i type interstitial in pure Ni at 0 K to be 12.7 kB using EAM
potentials and the harmonic approximation. This value will be used
in the calculation of interstitial diffusion coefficients to be consis-
tent with other harmonic approximations used in this work.

The defect formation enthalpy is calculated in pure Ni by com-
paring the energy of a cell containing the defect to that of an
undefected cell (scaled to conserve the appropriate number of
atoms). The ab initio vacancy and interstitial formation enthalpies
are calculated using both the generalized gradient approximation
(GGA) and the local density approximation (LDA). The ab initio re-
sults for the formation enthalpy of a h1 0 0i interstitial, HIf, in
pure Ni are 4.07 eV for GGA and 4.60 eV for LDA. The authors
are unaware of any existing experimental values reported for HIf

in Ni. Other values in the literature for the formation enthalpy
of a h1 0 0i interstitial in pure Ni range from 4.08 eV to 5.58 eV
and were calculated using pair potentials and EAM potentials
[29,67–70].

The enthalpy of vacancy formation, Hvf, in pure Ni has been
measured experimentally. The experimental observations tend to
fall into two groups, one around 1.5–1.6 eV and another around
1.7–1.8 eV (see Ref. [25] for a summary). Most measurements are
performed using positron annihilation spectroscopy with various
techniques of determining the vacancy formation enthalpy. Other
values are reported from resistivity quenching measurements.
Smedskjaer et al. [71] suggest that the discrepancy between the
different experimental results could be due to uncontrolled metal-
lurgical variables such as positron interactions with impurities or
dislocations present in the sample. In light of the work by Smedskj-
aer et al., the commonly suggested experimental value is 1.79 ±
0.05 eV [25].

The ab initio results for vacancy formation enthalpies are
1.43 eV for GGA and 1.65 eV for LDA. The significant disparity be-
tween the GGA ab initio value and the experimental value for the
vacancy formation energies is well known and likely due to surface
effects, a problem that has been studied in detail by Mattsson et al.
[72] and Carling et al. [73]. It is known that the LDA parameteriza-
tion for the exchange–correlation energy minimizes these surface
effects and better predicts vacancy formation energies. The LDA va-
cancy formation energy will therefore be used for a low tempera-
ture value to provide as accurate an ab initio value as possible.
For the interstitial formation energy we will use the GGA value
since interstitials do not create effective surfaces like vacancies
and therefore should not have the same errors. All other ab initio
parameters are calculated using GGA.

D.5. Migration barrier contributions

The migration barriers typically make the largest contribution
to differences in diffusion coefficients due to the exponential
dependence of diffusion on migration barriers. For this reason,
the migration/rotation barriers are treated explicitly for all hops.

In the five-frequency model any associative or dissociative
jump is assigned to the w4 or w3 rate, respectively. Since there
are associative and dissociative jumps to and from the 2nd, 3rd
and 4th nearest-neighbor positions, each with their own barrier,
an effective rate is assigned to the associative and dissociative
events. The effective rate is weighted by the number of pathways
to each nearest-neighbor distance. Table D.2 contains the near-
est-neighbor position, distance, multiplicity and different barriers
for each distinct associative and dissociative pathway in the Ni–
Cr and Ni–Fe system.

The separate w3 and w4 rates are each replaced with a single
effective rate for application in the five-frequency model frame-
work. An effective rate for the w3 and w4 events are calculated
based on the discussion of KMC rate constants by Voter [74]. First
consider dissociation (w3). There are seven pathways for vacancy–
solute dissociation, two to the 2nd nearest-neighbors, four to the
3rd nearest-neighbors and one to the 4th nearest-neighbors. The
effective rate, w3

eff , is determined by assigning the same rate to
the seven dissociation pathways, which equals the sum of the rates
for the three distinct dissociation pathways as shown in

7weff
3 ¼ 2w2nn

3 þ 4w3nn
3 þw4nn

3 ðD:2Þ

This effective rate still maintains the total escape rate of the va-
cancy, wtot, but by combining the dissociation events into a single
rate allows for use in the five-frequency model. The total rate of es-
cape is given by the following equation

wtot ¼ 4w1 þw2 þ 2w2nn
3 þ 4w3nn

3 þw4nn
3

¼ 4w1 þw2 þ 7weff
3 ðD:3Þ

The same approach can be used to determine an effective rate of
association as well.

7weff
4 ¼ 2w2nn

4 þ 4w3nn
4 þw4nn

4 ðD:4Þ

Table D.3 presents the migration barriers associated with the
various frequencies for the vacancy tracer diffusion model. Note
that we no longer explicitly write weff for effective rates but it is as-
sumed that for any case with multiple hops a single effective rate is
used. Table D.3 shows that the effective migration barrier for the



Table D.2
Migration barrier of associative and dissociative jumps.

Jump type Nearest-neighbor position Distance from solute (nm) Multiplicity Ni–Cr migration barrier (eV) Ni–Fe migration barrier (eV)

w3
2nn

2 0.351 2 1.02 1.07

w3
3nn

3 0.430 4 1.04 1.08

w3
4nn

4 0.496 1 1.04 1.05

w4
2nn

2 0.351 2 1.05 1.07

w4
3nn

3 0.430 4 1.06 1.07

w4
4nn

4 0.496 1 1.14 1.11

Table D.3
Five-frequency model for vacancy diffusion in Ni–Cr and Ni–Fe.

Jump type Ni–Cr migration barrier (eV) Ni–Fe migration barrier (eV)

w0 1.09 1.09
w1 0.98 1.13
w2 0.83 0.97
w3 1.04a 1.07a

w4 1.06a 1.07a

a Denotes an effective barrier.

Table D.4
Barriers for h1 0 0i interstitial model for tracer diffusion in Ni–Cr and Ni–Fe.

Jump type Ni–Cr migration/rotation
barrier (eV)

Ni–Fe migration/rotation
barrier (eV)

w0 0.14 0.14
wR0 0.92 0.92
wI 0.08 0.11
wR 0.75 0.87
w1 1 0.16
w01 0.16 0.15
w2 0.31 0.15
w02 0.00 0.20
w3 0.26 0.14
w4 0.15 0.20
w03 0.21 0.17
w04 0.10 0.15
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w3 and w4 jumps would have been well approximated by the bar-
riers of the most frequent pathway, the 3rd nearest-neighbor w3

3nn

and w4
3nn, presented in Table D.2.

Table D.4 presents the migration/rotation barriers associated
with the various rates needed to obtain the phenomenological
coefficient of the interstitial model. Only a subset is needed to cal-
culate tracer diffusion coefficients but all are given here for com-
pleteness. Note that the w02 barrier for Ni–Cr (hop from a-type
first nearest-neighbor Cr to a Ni–Cr mixed dumbbell) is given as
zero. There is essentially no barrier for this event, meaning that,
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Fig. D.1. Solute–vacancy binding entha
any Ni–Ni dumbbell that becomes an a-type neighbor to a Cr atom
would immediately collapse into a mixed dumbbell. The w1 hop,
which migrates from one a-type configuration to another, is there-
fore unstable in the Ni–Cr alloy and collapses into a mixed Ni–Cr
dumbbell before it reaches the neighboring a-type site. Therefore,
since the w1 hop is not a viable pathway in the Ni–Cr alloy, it is as-
signed a barrier of 1, corresponding to a rate of 0.

The diffusion models by Barbu [59] and Allnatt et al. [58]
assume the associative and dissociative jumps, w4 and w3, respec-
tively, to be between a first nearest-neighbor and a third nearest-
neighbor (see Fig. B.2). The third nearest-neighbor has the highest
multiplicity for interstitial association and dissociation. In the
vacancy case the jump type with the highest multiplicity served
as a good approximation for the effective rate. Therefore, for the
interstitial case, the associative and dissociative jump barriers are
approximated with the barriers between first and third nearest-
neighbors and are given in Table D.4.
D.6. Binding enthalpy

The solute–defect binding enthalpies are calculated using what
is sometimes called the indirect method. The indirect method cal-
culates the binding energy with four different ab initio calculations
where the energy of the defect and solute atom are subtracted sep-
arately from the energy of the system where they interact as first
nearest-neighbors, and the method is described in detail in Refs.
[75,76]. In this definition of binding enthalpy, a negative value de-
notes binding.

The vacancy–solute binding enthalpy is shown in Fig. D.1 for
both Cr and Fe as a function of nearest-neighbor distance. Note that
most solute–vacancy interactions are repulsive but in general all
interactions are relatively weak and comparable to thermal ener-
gies even at room temperature. The first nearest-neighbor sol-
ute–vacancy binding enthalpies are about 0.5 eV for Cr and
0.2 eV for Fe (see Table 1). From Fig. D.1, it can be seen that the
binding energy becomes quite small for the 5th and 6th nearest-
neighbor but the 2nd, 3rd and 4th nearest-neighbors, which con-
tribute to the effective rate of association and dissociation, still
have some interaction energy with the solute.
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Fig. D.2. Solute–interstitial binding energy vs. nearest-neighbor position.
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The binding enthalpies of solutes and interstitial dumbbells are
also calculated using the indirect method. Fig. D.2 shows that there
is significant binding between Cr and the interstitial in the mixed
and first nearest-neighbor configurations. The a-type first near-
est-neighbor binding enthalpies are used in calculating the diffu-
sion coefficients. The binding between Cr and the interstitial is
strong with a value of �0.18 eV and Fe–interstitial binding is weak
with a value of �0.01 eV for Fe (see Table 4).
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